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Abstract—An improved frequency domain interval Gramian-based model reduction scheme for discrete time systems is presented. It is first shown that two of the main results presented in the model reduction method of [20] are incorrect. Improved methods which overcome these shortcomings are then presented. Improved methods not only yield stable reduced-order models but also have easily computable frequency response error bounds. The method is further extended to 2-D separable denominator system approximation. The simulation results show the effectiveness of the proposed scheme.
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I. INTRODUCTION

The balanced realization has been a significant contribution to system theory, especially, its application to model reduction known as balanced truncation [8], [13] which can preserve stability and give an explicit bound on frequency response error [3], [2]. Ideally, it is important that the reduction error between the original system and the reduced-order model is small for all frequencies. However, sometimes, the reduction error is more important over a certain frequency band than over other frequencies. Enns [3] has extended the balanced truncation [8] method to include frequency weightings. However, the Enns’ method may yield unstable models for two-sided weightings. Gawronski and Juang [4] proposed a new balanced related model reduction method based on the concept of Gramians defined over a desired frequency interval for continuous time systems. A similar method also appears in [1]. However, the drawbacks of Gawronski and Juang’s method are that it can yield unstable reduced-order models for stable original systems and there are no a prior bounds on the approximation error. Inspired by Wang et al. [18], Gugercin and Antoulas [5] modified the Gawronski and Juang’s method [4] to obtain stable reduced-order models and error bounds. In [20], Wang and Zilouchian have extended the technique [1] (which is similar to [4]) for discrete-time systems (Please also see [9] and [17] for corrections and authors’ reply to the paper [20]). In the paper [20], the authors provide a proof of stability of reduced-order models and derivation of error bounds. In this paper we first show that both these results are incorrect. We then present some simple improvements to the method [20] to overcome these shortcomings. The improved methods have the following advantages: (i) guaranteed stability in the case of double-sided weighting and (ii) easily computable frequency response error bounds. Furthermore, this method is also extended to approximate 2-D separable denominator systems.

II. WANG AND ZILOUCHIAN’S TECHNIQUE

Consider a stable system

\[ H(z) = C(zI - A_1)^{-1}B_1 + D_1, \]

where \( \{A_1 \in \mathbb{R}^{n \times n}, B_1 \in \mathbb{R}^{n \times q}, C_1 \in \mathbb{R}^{p \times n}, D_1 \in \mathbb{R}^{p \times q} \} \) is its minimal realization. The equivalent time and frequency domain controllability and observability Gramians

\[ P_c = \sum_{k=0}^{k=\infty} A_1^k B_1 B_1^T (A_1^T)^k \]

\[ = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left( I - A_1 e^{-j\omega} \right)^{-1} B_1 B_1^T \left( I - A_1^T e^{j\omega} \right)^{-1} d\omega \]

\[ Q_o = \sum_{k=0}^{k=\infty} (A_1^T)^k C_1^T C_1 A_1^k \]

\[ = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left( I - A_1 e^{-j\omega} \right)^{-1} C_1^T C_1 \left( I - A_1^T e^{j\omega} \right)^{-1} d\omega \]

respectively, satisfy the following Lyapunov equations:

\[ A_1 P_c A_1^T - P_c = B_1 B_1^T \quad (1) \]

\[ A_1^T Q_o A_1 - Q_o = C_1^T C_1 \quad (2) \]

Definition 1: [20] The frequency domain controllability and observability Gramians are respectively defined by

\[ P_{cf} = \frac{1}{2\pi} \int_{\delta_1 \omega_1}^{\delta_1 \omega_2} \left( I - A_1 e^{-j\omega} \right)^{-1} B_1 B_1^T \left( I - A_1^T e^{j\omega} \right)^{-1} d\omega \]

\[ Q_{of} = \frac{1}{2\pi} \int_{\delta_1 \omega_1}^{\delta_1 \omega_2} \left( I - A_1^T e^{j\omega} \right)^{-1} C_1^T C_1 \left( I - A_1 e^{-j\omega} \right)^{-1} d\omega \]

where \( \delta_1 \omega = [\omega_1, \omega_2] \) is the frequency range of operation and \( 0 \leq \omega_1 < \omega_2 \leq \pi \). Note that due to symmetry of the Fourier transform, the integration is carried out over the intervals \([\omega_1, \omega_2]\) and \([-\omega_2, -\omega_1]\) (see also [6]). This will ensure that the Gramians are always real.

The Gramians \( P_{cf} \) and \( Q_{of} \), respectively, satisfy

\[ A_1 P_{cf} A_1^T - P_{cf} + X = 0 \quad (3) \]

\[ A_1^T Q_{of} A_1 - Q_{of} + Y = 0 \quad (4) \]
where
\[ X = F B_1 B_1^T + B_3 B_3^T F^* \]  
\[ Y = F^* C_1^T C_1 + C_1^T C_1 F \]  
\[ F = -\frac{\omega_2 - \omega_1}{4\pi} I + \frac{1}{2\pi} \int_{\delta \omega} (I - A_1 e^{-j\omega})^{-1} d\omega \]
and \( F^* \) is the conjugate transpose of \( F \).

\[ T^T Q_{of} T = T^{-1} P_c T^{-T} = \text{diag} \{ \sigma_1, \sigma_2, \ldots, \sigma_n \} \]  
where \( \sigma_i \geq \sigma_{i+1}, i = 1, 2, \ldots, n - 1 \) and \( \sigma_r > \sigma_{r+1} \). Transforming and partitioning the original system, we get
\[ \hat{A} = T^{-1} A_1 T = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \]
\[ \hat{B} = T^{-1} B_1 = \begin{bmatrix} B_{11} \\ B_{21} \end{bmatrix} \]
\[ \hat{C} = C_1 T = \begin{bmatrix} C_{11} \\ C_{12} \end{bmatrix} \]
where \( A_{11} \in \mathbb{R}^{n \times r} \). The reduced-order model is given by
\[ H_{\gamma}(z) = C_1(zI - A_{11})^{-1}B_{11} + D_1. \]

**Theorem 2:** ([20, Th. 5.2]) If the system \( (A_1, B_1, C_1) \) is asymptotically stable, controllable, and observable, then every reduced-order subsystem is also asymptotically stable.

**Theorem 2:** ([20, Th. 5.6]) The error bound for the frequency weighted model reduction technique is
\[ \| [C_1(zI - A_{11})^{-1}B_1 - C_{11}(zI - A_{11})^{-1}B_{11}] \|_\infty \leq \frac{2}{\beta} \sum_{k=r+1}^{n} \sigma_k \]
where \( \beta = 2\sigma_{\text{min}}(Re(F)) \).

**III. MAIN RESULTS**

In [20], it is claimed that if the matrices \( P_{cf} \) and \( Q_{of} \) are diagonal and positive definite then the matrices \( X \) and \( Y \) [see (3)-(4)]
\[ X = P_{cf} - A_1 P_{cf} A_1^T \]
\[ Y = Q_{of} - A_1^T Q_{of} A_1 \]
are also positive definite, for stable \( A_1 \) matrix. The proofs of [20, Th. 5.2 and 5.6] are based on this claim. Here we first show by an example that this claim is not true.

**Example 1:** Let \( P = \begin{bmatrix} 1 & 0 \\ 0 & 0.2 \end{bmatrix} \) and \( A = \begin{bmatrix} -0.5 & 0.4 \\ 0.4 & 0.4 \end{bmatrix} \) with eigenvalues \(-0.6521 \) and \(0.5521\). Then the matrix
\[ APA^T - P = \begin{bmatrix} -0.718 & -0.168 \\ -0.168 & -0.008 \end{bmatrix} \]
is indefinite having eigenvalues \(-0.7557 \) and \(0.0297\).

See [7], for more information on indefiniteness of this type of matrices.

Since this claim is essential to guarantee the stability of reduced-order models and the existence of the frequency response error bound, the method [20] may produce unstable models and error bound does not exist.

Note also that error bound (if it exists) can only be given if the stability of the reduced-order model is guaranteed. In the next subsection, we show how their method [20] can be modified to:
(i) guarantee the stability of reduced-order models and (ii) to derive frequency response error bounds.

**A. Stability Preserving 1-D Approximation Using Frequency Domain Interval Gramians - I**

Since the matrices \( X \) and \( Y \) are real symmetric, there exist orthogonal matrices \( U, V \) and diagonal matrices \( S, H \) such that
\[ X = USU^T \]
\[ Y = VHV^T \]
where
\[ S = \text{diag}(s_1, s_2, \ldots, s_n), \]
\[ H = \text{diag}(h_1, h_2, \ldots, h_n) \]
\[ |s_1| \geq |s_2| \geq \cdots \geq |s_n| \geq 0, |h_1| \geq |h_2| \geq \cdots \geq |h_n| \geq 0. \]

Let the new controllability and observability frequency domain interval Gramians, respectively, be defined as follows:
\[ A_{11} P_{cf} A_{11}^T - \tilde{P}_{cf} + \tilde{B}_1 \tilde{B}_1^T = 0 \]
\[ A_{11}^T Q_{of} A_{11} - \tilde{Q}_{of} + \tilde{C}_1 \tilde{C}_1^T = 0 \]

where the new fictitious input and output matrices are defined, respectively, as \( \tilde{B}_1 := U[S^{(1/2)}(0)] \) and \( \tilde{C}_1 := [H^{(1/2)}(0)] V^T \).

**Lemma 1:** Assume that
\[ \text{rank}(\tilde{B}_1 B_1) = \text{rank}(\tilde{B}_1) \]
\[ \text{rank}(\tilde{C}_1 C_1) = \text{rank}(\tilde{C}_1) \]
then \( B_1 = \tilde{B}_1 K_1 \) and \( C_1 = L_1 \tilde{C}_1 \) where
\[ K_1 = \text{diag}(\{ |s_1|^2, |s_2|^2, \ldots, |s_n|^2, 0, \ldots, 0 \}) U^T B_1 \]
\[ L_1 = C_1 V \text{diag}(\{ |h_1|^2, |h_2|^2, \ldots, |h_n|^2, 0, \ldots, 0 \}) \]
\[ \text{rank}(X) = i_1 \text{ and rank}(Y) = j_1. \]

**Proof:** Similar to that in [18].

**Remark 2:** It is shown in [18] that (13) and (14) are almost always true.

**Theorem 3:** The realization \( \{ A_1, \tilde{B}_1, \tilde{C}_1 \} \) is stable and minimal.

**Proof:** The proof follows from the stability and minimality of the realization \( \{ A_1, B_1, C_1 \} \).

Let \( T_1 \) be the transformation obtained by simultaneously diagonalizing the frequency domain interval Gramians \( P_{cf} \) and \( Q_{of} \)
\[ T_1^T Q_{of} T_1 = T_1^{-1} P_{cf} T_1^{-T} = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_n) \]
where \( \sigma_i \geq \sigma_{i+1}, i = 1, 2, \ldots, n - 1 \) and \( \sigma_r > \sigma_{r+1} \).
The reduced-order model \{A_{lb1}, B_{lb1}, C_{lb1}, D_1\} is obtained by transforming and partitioning the original system realization
\[
\begin{bmatrix}
T_1^{-1} A_T T_1 & T_1^{-1} B_1 \\
C_T T_1 & D_1
\end{bmatrix}
\begin{bmatrix}
A_{lb1} & A_{lb2} \\
A_{lb3} & A_{lb4}
\end{bmatrix}
\begin{bmatrix}
B_{lb1} \\
B_{lb2}
\end{bmatrix}
\begin{bmatrix}
C_{lb1} & C_{lb2} \\
C_{lb3} & C_{lb4}
\end{bmatrix}
\begin{bmatrix}
D_1
\end{bmatrix}.
\]  

(16)

**Algorithm 1:** Given \(H_1(z)\) and desired frequency range \([\omega_1, \omega_2]\) for approximation, reduced-order model is obtained using the following steps:

i) Use (5)–(6) to compute \(X\) and \(Y\).

ii) Use (9)–(10) to decompose \(X\) and \(Y\), respectively, to obtain \(B_1 = U JS^T(1/2)\) and \(C_1 = \frac{[H]}{T^T U^T}\).

iii) Solve the (11)–(12) to compute \(P_c''\) and \(Q_c''\).

iv) Find the transformation \(T_1\) to satisfy the (15).

v) Compute and partition the balanced realization [(16)].

vi) Obtain the reduced-order model: \{\(A_{lb1}, B_{lb1}, C_{lb1}, D_1\)\}.

**Theorem 4:** The reduced-order models obtained using the Algorithm 1 are stable.

**Proof:** The proof follows immediately from the proof of stability of the unweighted approximation [13] and is, therefore, omitted.

**Theorem 5:** Let the reduced-order models be obtained by the algorithm, then frequency response error is bounded by
\[
||H(z) - H_{tr}(z)||_\infty \leq 2||L_1||||K_1|| \sum_{i=1}^{n} \sigma_i.
\]

**Proof:** Partitioning \(B_1 = \begin{bmatrix} B_{11} \\ B_{12} \end{bmatrix}\), \(C_1 = \begin{bmatrix} C_{11} & C_{12} \end{bmatrix}\), substituting \(B_{lb1} = B_{11} K_1, C_{lb1} = C_1 K_1\) and using Lemma 1, we can write
\[
||H(z) - H_{tr}(z)||_\infty = ||C_1(zI - A)^{-1}B_1 - C_{lb1}(zI - A_{lb1})^{-1}B_{lb1}||_\infty = ||L_1 (C_1(zI - A)^{-1}B_1 - C_{lb1} (zI - A_{lb1})^{-1}B_{lb1})||_\infty 
\]
\[
\leq 2||L_1||||K_1|| \sum_{i=1}^{n} \sigma_i
\]
where from [2], we have
\[
||C_1(zI - A)^{-1}B_1 - C_{lb1}(zI - A_{lb1})^{-1}B_{lb1}||_\infty \leq 2 \sum_{i=1}^{n} \sigma_i.
\]

**Remark 3:** Note that, when \(X \geq 0\) and \(Y \geq 0\), the proposed method is equal to Wang and Zilouchian’s method. However, in general, the matrices \(X\) and \(Y\) are indefinite. The frequency domain interval Gramians satisfy \(P_c' \leq P_c''\) and \(Q_c' \leq Q_c''\). In order to reduce the distances between the Gramians, \(P_c'' - P_c'\) and \(Q_c'' - Q_c'\), inspired by [16] we propose another improved model reduction scheme.

**B. Stability Preserving 1-D Approximation Using Frequency Domain Interval Gramians - II**

In this technique, the new controllability and observability Gramians \(P_c'\) and \(P_c''\), respectively obtained as the solutions to Lyapunov equations
\[
A_T P_c A_T^T - P_c + B_1 B_1^T = 0
\]
\[
A_T^T P_c A_T - P_c + C_1 C_1^T = 0
\]
are simultaneously diagonalized
\[
T_1^T P_c T_1 = T_1^{-1} P_c T_1^{-1} = \diag{\{\sigma_1, \sigma_2, \ldots, \sigma_n\}}
\]
\[
\sigma_i \geq \sigma_{i+1}, i = 1, 2, \ldots, n - 1 \quad \text{and} \quad \sigma_n > \sigma_{n+1}.
\]

The new fictitious matrices \(\hat{B}_1\) and \(\hat{C}_1\) in the above Lyapunov equations are defined as \(\hat{B}_1 = \hat{U}_1 S_1^{1/2}\) and \(\hat{C}_1 = \hat{R}_1^T S_1^{1/2} \hat{V}_1^T\), respectively. The terms \(\hat{U}_1, \hat{S}_1, \hat{V}_1\), and \(\hat{R}_1\) are obtained from the orthogonal eigendecomposition of symmetric matrices
\[
X = [\hat{U}_1 \hat{S}_1],\quad \hat{U}_1 = \begin{bmatrix} \hat{S}_{11} & 0 \\ 0 & \hat{S}_{22} \end{bmatrix}, \quad \hat{U}_1^T [\hat{S}_{11}^{1/2} \hat{S}_{22}^{1/2}]
\]
\[
Y = [\hat{V}_1 \hat{S}_2]\quad \hat{V}_1 = \begin{bmatrix} \hat{R}_1 & 0 \\ 0 & \hat{R}_2 \end{bmatrix}, \quad \hat{V}_1^T [\hat{S}_{11}^{1/2} \hat{S}_{22}^{1/2}]
\]
and
\[
\begin{bmatrix} \hat{S}_{11}^{1/2} & 0 \\ 0 & \hat{S}_{22}^{1/2} \end{bmatrix} = \diag{(s_1, s_2, \ldots, s_n)}.
\]

**Algorithm 2:** Given \(H_1(z)\) and desired frequency range \([\omega_1, \omega_2]\) for approximation, reduced-order model is obtained using the following steps:

i) Use (5)–(6) to compute \(X\) and \(Y\).

ii) Use (20)–(21) to decompose \(X\) and \(Y\), respectively, to obtain \(\hat{B}_1 = \hat{U}_1 S_1^{1/2}\) and \(\hat{C}_1 = \hat{R}_1^T S_1^{1/2} \hat{V}_1^T\).

iii) Solve (17)–(18) to compute \(P_c''\) and \(Q_c''\).

iv) Find the transformation \(T_1\) to satisfy (19).

v) Compute the balanced realization [(22)].

vi) Obtain the reduced-order model: \{\(\hat{A}_{lb1}, \hat{B}_{lb1}, \hat{C}_{lb1}, D_1\)\}.

**Theorem 6:** The reduced-order models obtained using Algorithm 2 are stable.

**Proof:** The proof follows immediately from the proof of stability of the unweighted approximation [13] and is, therefore, omitted.

**Remark 4:** The frequency domain interval Gramians satisfy \(P_c' \leq P_c''\) and \(Q_c' \leq Q_c''\). The equality holds when \(X \geq 0\) and \(Y \geq 0\).

**Remark 5:** The frequency response error bound (similar to Theorem 5) holds subject to fulfillment of the following rank conditions:

\[
\text{rank} \begin{bmatrix} \hat{B}_1 \\ \hat{B}_1 \end{bmatrix} = \text{rank} \begin{bmatrix} \hat{B}_1 \end{bmatrix}
\]
\[
\text{rank} \begin{bmatrix} \hat{C}_1 \\ \hat{C}_1 \end{bmatrix} = \text{rank} \begin{bmatrix} \hat{C}_1 \end{bmatrix}
\]
C. 2-D Approximation Using Frequency Domain Gramians

Let $H(z_1, z_2) \in \mathbb{H}^{p \times q}$ be a stable, minimal, and separable denominator transfer function matrix of a system of order $(n, m)$. The Roesser state-space model [10] to describe $H(z_1, z_2)$ can be written as

$$H(z_1, z_2) = C(z_1 I_n \oplus z_2 I_m - A)^{-1} B + D_a$$

where

$$A = \begin{bmatrix} A_1 & A_a \\ 0 & A_2 \end{bmatrix}, \quad B = \begin{bmatrix} B_a \\ B_2 \end{bmatrix}, \quad C = \begin{bmatrix} C_1^T \\ C_2^T \end{bmatrix}^T$$

(23)

the symbol $\oplus$ denotes the direct sum, $I$ is the identity matrix, $A \in \mathbb{H}^{(n+m) \times (n+m)}, B \in \mathbb{H}^{(n+m) \times q}, C \in \mathbb{H}^{p \times (n+m)},$ and $D_a \in \mathbb{H}^{p \times q}$.

Let the minimal rank decomposition (see [21] for more details) of the Roesser state-space realization ([23]) be written as follows:

$$\begin{bmatrix} A_a & B_a \\ C_1 & D_a \end{bmatrix} = \begin{bmatrix} B_1 & D_1 \\ D_2 & C_2 \end{bmatrix}$$

then we can write $H(z_1, z_2) = H_1(z_1)H_2(z_2)$.

Similarly, the minimal rank decomposition for (23)

$$\begin{bmatrix} A_a & B_a \\ C_1 & D_a \end{bmatrix} = \begin{bmatrix} B_1 & D_1 \\ D_2 & C_2 \end{bmatrix}$$

allows us to write $H(z_1, z_2) = H_2(z_2)H_1(z_1)$ where

$$H_1(z_1) = C_1(z_1 I - A_1)^{-1} B_1 + D_1 \quad \text{(24)}$$

$$H_2(z_2) = C_2(z_2 I - A_2)^{-1} B_2 + D_2. \quad \text{(25)}$$

Algorithm 3: Given $H(z_1, z_2)$ and the desired frequency ranges $[\omega_1, \omega_2]$ and $[\omega_3, \omega_4]$ for approximation, reduced-order model is obtained using the following steps.

i) Decompose $H(z_1, z_2)$ into $H_1(z_1)$ and $H_2(z_2)$ as in (24)–(25).

ii) Use Algorithm 1 or 2 to find 1-D reduced-order models

$\{A_{1d1}, B_{1d1}, C_{1d1}, D_1\}$ and $\{A_{2d1}, B_{2d1}, C_{2d1}, D_2\}$, respectively.

iii) The 2-D reduced-order model is

$$\begin{bmatrix} A_r & B_r \\ C_r & D_r \end{bmatrix} = \begin{bmatrix} A_{1d1} & B_{1d1}C_{2d1} & B_{1d1}D_2 \\ 0 & A_{2d1} & B_{2d1} \\ C_{1d1} & D_1C_{2d1} & D_1D_2 \end{bmatrix}$$

where

$A_r \in \mathbb{H}^{(n_r + m_r) \times (n_r + m_r)}$

$B_r \in \mathbb{H}^{(n_r + m_r) \times q}$

$C_r \in \mathbb{H}^{p \times (n_r + m_r)}$

$D_r \in \mathbb{H}^{p \times q}, n_r \leq n$ and $m_r \leq m$.

Theorem 7: Let $H(z_1, z_2)$ be a stable original system and $H_r(z_1, z_2)$ be the reduced-order model obtained by Algorithm 3, then

i) The reduced-order model is stable.

ii) The frequency response error is bounded by

$$\begin{align*}
||H(z_1, z_2) - H_r(z_1, z_2)||_\infty & \leq \left( ||D_1|| + 2 ||L_1|| ||K_1|| \sum_{i=1}^{n} \sigma_i \right) \\
& \times 2 ||L_2|| ||K_2|| \sum_{i=m+1}^{m} \varphi_i \\
& + \left( ||D_2|| + 2 ||L_2|| ||K_2|| \sum_{i=1}^{n} \sigma_i \right) \\
& \times 2 ||L_1|| ||K_1|| \sum_{i=n+1}^{m} \varphi_i
\end{align*}$$

alternatively

$$\begin{align*}
||H(z_1, z_2) - H_r(z_1, z_2)||_\infty & \leq \left( ||D_1|| + 2 ||L_1|| ||K_1|| \sum_{i=1}^{n} \sigma_i \right) \\
& \times 2 ||L_2|| ||K_2|| \sum_{i=m+1}^{m} \varphi_i \\
& + \left( ||D_2|| + 2 ||L_2|| ||K_2|| \sum_{i=1}^{n} \sigma_i \right) \\
& \times 2 ||L_1|| ||K_1|| \sum_{i=n+1}^{m} \varphi_i
\end{align*}$$

where $\sigma_i$ and $\varphi_i$ are the frequency weighted Hankel singular values taken from (15) for horizontal and vertical systems, respectively.

Proof:

i) This follows immediately from the stability of the 1-D reduced-order models.

ii) For the error bound, note that

iii) \begin{align*}
||H_1(z_1)||_\infty & \leq ||D_1|| + 2 ||L_1|| ||K_1|| \sum_{i=1}^{n} \sigma_i \\
||H_2(z_2)||_\infty & \leq ||D_2|| + 2 ||L_2|| ||K_2|| \sum_{i=1}^{m} \varphi_i \\
||H_{1r}(z_1)||_\infty & \leq ||D_1|| + 2 ||L_1|| ||K_1|| \sum_{i=1}^{n} \sigma_i \\
||H_{2r}(z_2)||_\infty & \leq ||D_2|| + 2 ||L_2|| ||K_2|| \sum_{i=1}^{m} \varphi_i \\
\end{align*}

$$\begin{align*}
||H(z_1, z_2) - H_{1r}(z_1, z_2)||_\infty & \leq 2 ||L_1|| ||K_1|| \sum_{i=1}^{n} \sigma_i \\
||H_2(z_2) - H_{2r}(z_2)||_\infty & \leq 2 ||L_2|| ||K_2|| \sum_{i=1}^{m} \varphi_i.
\end{align*}$$

Furthermore

\begin{align*}
||H(z_1, z_2) - H_{r}(z_1, z_2)||_\infty & = ||H_1(z_1)H_2(z_2) - H_{1r}(z_1)H_{2r}(z_2)||_\infty \\
& = ||H_1(z_1)H_2(z_2) - H_{1r}(z_1)H_{2r}(z_2)||_\infty \\
& \leq ||H_1(z_1)||_\infty ||H_2(z_2) - H_{2r}(z_2)||_\infty + ||H_1(z_1) - H_{1r}(z_1)||_\infty ||H_{2r}(z_2)||_\infty.
\end{align*}$$
Similarly
\[ \|H(z_1, z_2) - H_{fr}(z_1, z_2)\|_{\infty} \leq \|H_{fr}(z_1)\|_{\infty}\|H_2(z_2) - H_{fr}(z_2)\|_{\infty} + \|H_1(z_1) - H_{fr}(z_1)\|_{\infty}\|H_2(z_2)\|_{\infty}. \]

The result follows.

IV. NUMERICAL RESULTS

Example 2: This example is studied in [19, (Example 5.1)]. The stable original system is given by
\[ H(z) = \frac{10^{-3}(3.315z^3 - 4.9605z^2 + 2.1668z - 0.24002)}{z^4 - 3.7035z^3 + 5.1957z^2 - 3.2718z + 0.77906}. \]

The frequency weighted balanced realization obtained using Wang and Zilouchian’s method [20], balanced truncation [13] in the frequency interval 0.25 \( \pi \) to 0.75 \( \pi \) is given by

\[
H(z) = \begin{bmatrix}
0.4488 & -0.7953 & -0.0185 & 0.0044 & 0.0115 \\
0.7953 & 1.7479 & -0.3168 & -0.0141 & 0.0570 \\
0.0185 & -0.3168 & 0.7162 & 0.0613 & -0.0142 \\
0.0044 & 0.0141 & -0.0613 & 0.7947 & 0.0006 \\
-0.0115 & 0.0570 & -0.0142 & -0.0006 & 0
\end{bmatrix}
\]

The second-order reduced-order model obtained via partitioning and truncating has system poles at 1.0963 + 0.4561i and 1.0963 - 0.4561i. The third-order reduced-order model obtained via partitioning and truncating has system poles at 1.0522 + 0.2547i and 0.9823 - 0.2547i. Clearly, the second- and third-order models obtained by Wang and Zilouchian’s method [20], [19] are unstable, where as our proposed scheme produces guaranteed stable reduced-order models.

Example 3: Consider a six-order Elliptic digital filter with passband between [0.1\( \pi \), 0.5\( \pi \)], peak to peak ripples 0.1 dB and minimum stopband attenuation of 30 dB. The filter transfer function is given by
\[
H(z) = \frac{0.1899z^6 - 0.1072z^5 - 0.3443z^4 + 0.0000z^3 + 0.3443z^2 + 0.1072z - 0.1899}{z^6 - 2.3385z^5 + 2.3385z^4 - 1.7976z^3 + 1.3036z^2 - 0.5248z + 0.0063}
\]

Fig. 2 shows the frequency response errors, \( \sigma[H(z) - H_{fr}(z)] \), where \( H_{fr}(z) \) represent the third-order reduced-order models produced by the proposed Algorithms 1 and 2, Wang and Zilouchian’s method [20] and the balanced truncation [13]. A close up view in the desired frequency interval is given in Fig. 3. Note that, in the close up view (Fig. 3), the frequency response error obtained using unweighted balanced truncation method [13] is not shown because of large value. It is clear from the figure that the proposed technique compares well with other techniques [13] as shown in the matrix at the bottom of the next page.

Fig. 1 shows the frequency responses for third-order reduced-order models produced by the proposed Algorithms (1 and 2), Wang and Zilouchian’s method [20], balanced truncation [13] and the original system in the interval 0 to \( \pi \). Note that the frequency interval for computing the Gramians in the proposed...
Algorithms (1 and 2) and Wang and Zilouchian’s method is 0.4π to 0.6π, where as frequency interval for computing the Gramians in the balanced truncation [13] is 0 to π.

Example 4: Consider the 2-D separable denominator (6,6)-order system studied in [14]. A state space representation of the original system is given in (26). Fig. 4 shows the frequency response of the original system. Fig. 5 shows the frequency response of a (3,3)-order reduced-order model obtained using Algorithm 3 (based on Algorithm 2) in the frequency interval 0 to 0.3π. Fig. 6 shows the frequency response of a (4,4)-order reduced-order model obtained using Algorithm 3 (based on Algorithm 2) in the frequency interval 0.6 to π. Comparing the original system and the reduced-order model frequency responses, it is clear that the proposed technique produces a better approximation in the desired frequency interval than over the entire frequency band.

$$A = \begin{bmatrix} A_1 & A_2 \\ 0 & A_2 \end{bmatrix} = \begin{bmatrix} -0.8827 & 0.2467 & -0.0197 & -0.2019 & -0.0448 & 0.0147 \\ 0.1298 & 0.6887 & 0.4814 & 0.2131 & 0.2621 & 0.0536 \\ -0.0160 & -0.4338 & 0.8053 & -0.3793 & -0.0374 & 0.0076 \\ 0.1479 & -0.1130 & -0.3140 & -0.5244 & 0.5713 & 0.1098 \\ -0.0877 & -0.1005 & -0.0245 & -0.0376 & -0.0684 & 0.6729 \\ 0.0608 & -0.0601 & 0.0085 & 0.2492 & -0.1493 & 0.6582 \end{bmatrix}$$

$$B = \begin{bmatrix} B_1 & B_2 \end{bmatrix} = \begin{bmatrix} 0 & 0.1086 & 0.5807 & 0.0838 & 0.1324 & -0.4289 \\ 82.3986 & -49.4206 & 13.3025 & 16.9222 & -7.3715 & -4.5489 \end{bmatrix} \times 10^{-4}$$

$$C = \begin{bmatrix} C_1 & C_2 \end{bmatrix} = \begin{bmatrix} -0.0058 & -0.0049 & 0.0008 & 0.0050 & 0.0028 & -0.0002 \\ -0.0001 & 0.0005 & 0.0017 & 0.0015 & 0.0019 & -0.0006 \end{bmatrix}$$

$$D_0 = [0.3000]$$
Remark 6: The proposed algorithms are computationally very expensive for large scale systems and are, hence, suitable for only small to medium scale systems. Therefore, computational enhancements such as [11], [12], and [15] proposed for balanced truncation [8] are highly desirable for the proposed algorithms.

V. CONCLUSION

An improved frequency interval Gramians based model reduction scheme for discrete time systems is proposed. The algorithms presented for model reduction of 1-D and 2-D discrete systems overcome the shortcomings of the method proposed in [20]. The algorithms presented has two main advantages which include: 1) stability of reduced-order models and 2) easily computable error bounds. Numerical simulation results shows that the proposed algorithms give a better approximation of the original system over a desired frequency interval.
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